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Program

Item Type

Scoring Spedication

STAAR

ECRs

1. 100% of responses will be independently scored by 2 readers: Reader
(RY, Initial Read) and Reader 2 (RReliability Read)
2.




borderline responses that can be routed for human verification scoring. Condition codes include
those indicating that a response is blank, uses too few words, uses mostly duplicated text, is
written in another language, consists primarily of stimulus material or the stem, uses vocabulary

that does not overlap with the sample used to program




prior to programminghe models and are added later in the process when applyirythmated
scoring engineondition codes.

For SCRs modelsare programmecbn the final, resolved score arising out of the heoating

process. FOECRSbecause of the summed score approach used indtanidg, two different
modelsareprogrammed independently—one on humater 1and one on humarater 2. These

scores are conmted within dimension to produce a summed scdifds summation occurre[(s)-5 (co)- Tw £






High -Level Overview of the Study Method

Figure 1provides a highevel overview of thestudy method. TheResultssectionbelow is
organized into these phases, and they are reiterated below for clarity given the complexity of the
analysis.

X

X

In Phase 1, automated scoring engnuelels wer@rogramned and evaluated on the field

test data.

In Phase 2, thesprogrammed modelsvere used to score a sample of operational
responses. For STAAR, a random sample of 25% of respatisasdied by administration
date,were used. These percentages were chosen to ensure sufficient sample sizes for
reprogrammingnodels on the operational datdnesefield-testprogrammed modelsere

then used to score the random sample. From these samplesuidog categories were
identified: 1) those receiving condition codes by théomated scoring enging) a
verification sample of responses chosen to be dfsétified by date3) responses receiving
engine confidence percentile values less thanahd, 4) remaining responses. These
categories and thresholds were chosen to mimigoossible operational hybrid
automated/human scoring approach. In such an approach, the verification sample and low
confidence samples would be routed for human scoring. A subset of condition codes would
also be routed for human scoring. The responses in categ@mydining responses, were
assumed to be scored only by the engine.

In Phase 3, the model performance was evaluated on the verification sample.

In phase 4, models wereprogrammean the first 50% of the verification sample with

15% of that sample held out for model evaluation. This sample was chosen to mimic the
fact that the engine performance would be monitored early in the windowf arat,
performing wel] would bereprogrammedn a substantial portion of the verification
sample that was considered reasonably representative of the set of testers throughout the
administration.

In Phaseb, the r@rogramned models were deployed and used to rescore the category 4
responsesvith any new automated scoring engine condition codes and low confidence
responses routed for human scoring.

In Phase6, the performance of the engine oesponsesvas examinedin addition,
subgroup analysiwascomputed on student sex (male, female) and student race/ethnicity
(White, Black, Hispanic). This analysis used siaanemetrics outlined for evaluatinipe
automated scoring engimathin eachsubgroup categgr

Phase 1Program
















Category

Item ID Subject Type i
J yp Maé:glne Verification  Low Conf. AS
73991 RLA o
68583 RLA .
68776 RLA













adjacent agreemewélues rangettom 6%to 11% forc




Phase 5: Operational Sample Scoring Categories
Using Re programmed Models

After engine reprogrammingnd validation, models were deployed to sisering environment,

and theremaining AS sample from Phase ®as rescoredusing thereprogrammedmnodels.
Following scoring, responses were categorized into those responses receiving angimew
condition codes and two low confidence thresholds (5 and 10). The total N count of scored
responses and the percentage in each category are presdarabbif0.

As expected,hte percentage a#nginecondition codesvas very small for STAAR items. The

newly assigned condition codes were those that were dependent upon the new dafaogeahio

the engine (e.g., Unusual Vocabulary, and '$gecific). The low confidence values should be
around5 or 10 depending upon the threshold. Because low confidence responses were removed
from the AS sample in Phase 2 using the ftelstprogrammed
















be considered thescore of record; all other responses receive the score assigned by the
reprogrammed model.

Additional work is needed to continue to refine the condition codes and thresholds used. These
will likely vary by item type and grade and will undergo review and analysis to ensure alignment
to the scoring rubriand human-assigned condition codes.
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Item ID

Model
















Mean SD SMD QWK Exact Agr.
Item ID | Subgroup

All H1H2 HS AS HS AS | HSAS | H1IH2 HSAS | H1H2 HSAS
81164 w 18624 4734 060 0.63 | 049 048 | -007 | 0.73 080 | 87%  91%
79244 F 36669 9174 036 036 | 048 048 | 0.00 | 0.76 0.82 | 89%  92%
79244 M 37817 9553 030 031 | 046 046 | -001 | 0.76 0.81 | 90%  92%
79244 B 9736 2423 029 028 | 045 045 | 0.00 | 0.76 0.81 | 90%  92%
79244 H 40265 10088 | 0.30 0.30 | 0.46 0.46 | 0.00 | 0.75 0.81 | 90%  92%
79244 w 18513 4695 039 040 | 049 049 | -001 | 0.76 081 | 88%  91%
80399 F 44898 11186 | 058 059 | 0.49 049 | -001 | 092 094 | 96%  97%
80399 M 46558 11631 | 053 054 | 050 050 | -001 | 090 092 | 95%  96%
80399 B 12080 3036 051 051 | 050 050 | -0.01 | 092 093 | 96%  97%
80399 H 49311 12385 | 050 051 | 050 050 | -0.01 | 0.92 093 | 96%  97%
80399 w 22654 5590 064 065 | 048 048 | -002 | 090 093 | 95% 97%
81260 F 42603 10667 | 0.65 0.66 | 0.48 0.47 | -0.02 | 0.88 092 | 94%  96%
81260 M 44779 11036 | 0.48 049 | 050 050 | -0.01 | 0.90 092 | 95%  96%
81260 B 11491 2890 045 046 | 050 050 | -0.01 | 0.89 092 | 95%  96%
81260 H 47728 11928 | 050 051 | 0.50 0.50 | -0.01 | 0.89 092 | 95%  96%
81260 w 21181 5172 071 072 | 045 045 | -001 | 0.88 091 | 95%  96%
73863 F 31675 7793 1.43 144 | 066 0.62 | -0.02 | 0.72 078 | 78%  83%
73863 M 32135 8044 1.20 1.22 | 072 0.68 | -0.02 | 0.73 080 | 75%  81%
73863 B 8074 2052 1.16 1.19 | 072 0.68 | -0.05 | 0.72 0.78 | 74%  80%
73863 H 34014 8362 1.26 1.27 | 071 0.67 | -0.02 | 0.73 079 | 76%  81%
73863 w 16182 4026 1.42 143 | 065 0.62 | -0.01 | 0.72 079 | 79%  84%
68311 F 43343 10795 | 1.33 1.33 | 0.77 0.77 | -0.01 | 0.88 091 | 86%  89%
68311 M 45255 11291 | 1.08 1.08 | 082 0.82 | 0.00 | 0.88 090 | 85% 87%
68311 B 11822 2919 1.10 1.09 | 080 0.80 | 0.01 | 0.88 090 | 86%  88%
68311 H 48745 12336 | 114 1.14 | 0.81 081 | 0.00 | 0.88 091 | 85%  88%
68311 w 20878 5051 1.31 131 | 079 0.79 | -0.01 | 0.88 091 | 86%  89%
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Table C2. STAAR Science SCR Subgroup Performance

Item ID
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